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ABSTRACT
While deep generative models pave the way for many emerging applications, decreased interpretability for larger model sizes and complexities hinders their generalizability to wide domains such as economy, security, healthcare, etc. Considering this obstacle, a common practice is to learn interpretable representations through latent feature disentanglement, aiming for exposing a set of mutually independent factors of data variations. However, existing methods either fail to catch the trade-off between the synthetic data quality and model interpretability, or consider the first-order feature disentangling only, overlooking the fact that a subset of salient features can carry decomposable semantic meanings and hence be of high-order in nature. Hence, in this paper propose a novel generative modeling paradigm by introducing a Bayesian network-based regularizer on a cascade Variational Auto-Encoder (VAE). Specifically, this regularizer guides the learner to discover a representation space that comprises both first-order disentangled features and high-order salient features, with the feature interplay captured by the Bayesian structure. Experiments demonstrate that this regularizer gives us free control over the representation space and can guide the learner to discover decomposable semantic meanings by capturing the interplay among independent factors. Meanwhile, we benchmark extensive experiments on six widely-used vision datasets, and the results exhibit that our approach outperforms the state-of-the-art VAE competitors in terms of the trade-off between the synthetic data quality and model interpretability. Although our design is framed in the VAE regime, it in effect is generic and can be better amenable to both GANs and VAEs in terms of letting them concurrently enjoy both high model interpretability and high synthesis quality.
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1 INTRODUCTION
Generative modeling has resulted in a plethora of computer vision applications, such as DeepFake [30], image-style translation [13], 3D-object generation [31], etc. Its common focus is on creating synthetic vision contents that are seemingly authentic in the view of human beings. Such modeling tends to require a large size and higher complexity for producing better synthesized data. However, a large and complex model suffers from diminished model interpretability, thus hindering its wide applicability to essential domains, like economy, security, and healthcare. For sound model interpretability, disentangled representation learning has become the de facto practice, popularized by InfoGAN [4] and β-VAE [10]. In essence, such learning results are derived from interpretable generative modeling, which extracts a set of latent features from the vision contents with each feature carrying one salient or meaningful characteristic of data variation independently. Generative modeling is based on either a Generative Adversarial Network (GAN) [6] or Variational Auto-Encoder (VAE) [15] as the backbone, with diverse recent studies, including [3, 5, 12, 22, 23]. All studies so far aim at optimizing latent representations jointly for i) reconstruction fidelity, which ensures the synthetic data to be human-indistinguishable, and ii) model interpretability, which encourages disentanglement and independency among the latent features.

Despite being reasonably effective, existing studies exhibit two drawbacks. First, prior arts focus on the first-order disentangling only, where each latent feature has to be purely independent from
the rest, overlooking the fact that the dependency structure underlying the latent space could be hierarchical and of high-order in nature. For example, as shown in Figure 1, the feature capturing semantic of "gender" is resulted from an interplay of two salient features corresponding to the variations of "hair" and "skin tone", where the "hair" can be further disentangled into two independent features describing the "hair color" and "hair length". We argue that only by capturing both the independent factors of data variations and the correlation among them, can a model be deemed as fully interpretable. So far, existing studies simply treat all features that do not show salient independent tendency as nuisance features; yet, no study has explored how to characterize the hierarchical structure for deeply explaining the potential interactions among latent features.

Second, prior studies have no provision for trading off synthetic data quality against interpretability satisfactorily. In particular, the GAN variants model the reconstruction process from the latent representations to the synthetic data in an implicit means, thereby having weak control over the relations among extracted features. This, along with the game-playing nature of training a GAN, makes the discovery of an equilibrium that suffices both the high-quality synthetic data and salient interpretable features at once extremely hard. On the other hand, the VAE variants that construct the representation space with a mixture of prior densities, albeit explicitly, have to use variational approximations to make the inference process tractable. Thus, extensive expert knowledge is entailed to dissect and decompose the VAE objectives into two blocks, respectively for handling the reconstruction fidelity and the latent feature disentanglement. Often, a good balance ratio between the two blocks has to be tuned ad-hoc, being a costly and time-consuming process.

To overcome the aforementioned challenges, we propose a novel generative modeling paradigm, aiming to better learn interpretable representations with an aid of high-order disentangling patterns while retaining data reconstruction fidelity. Our key idea is to model the dependency structure among the latent features with a Bayesian network, guiding the learner to extract a set of independent factors and their correlation. A cascade VAE architecture is tailored to extract two conjugate latent feature sets respectively from the raw input and the reconstructed data, by using two consecutive encoders that share parameters. By encouraging the Bayesian structure to form the two conjugate feature sets, an intermediate regularization is imposed on the VAE during learning. As such, this generative modeling paradigm enriches the latent space by capturing the independent factors of data variations and the dependency among them. Meanwhile, it guides the learner to discover the interactions among latent features in accordance with the hierarchical dependency structure, permitting our free control over the representation space.

Our specific contributions are summarized as follows.

(1) A novel generative model with better interpretability than those under the prior studies is realized by discovering the representation space that contains both first-order disentangled features and high-order salient features.

(2) A Bayesian network-based regularizer is crafted to pattern the high-order latent feature disentanglement, enabling our free control over the representation space as the regularizer guides the learner to extract independent factors and the interplay among them in accordance with the hierarchical dependency structure.

(3) Although the VAE architecture is used as the backbone of our design, this regularizer is generic and can be readily applicable to other generative models based on GANs to better the trade-off between reconstruction fidelity and interpretability. Our empirical experiments evidence this point.

(4) Extensive experiments are carried out, and the results substantiate that our approach outperforms the state-of-the-art VAE competitors in that it suffers from lower data reconstruction errors while discovering a more informative and interpretable latent representation space.

2 RELATED WORK

This section reviews the existing generative models that learn interpretable representations with deep neural networks, grouped into the GAN-based and the VAE-based methods.

Generative Adversarial Networks (GANs). Since the pioneer InfoGAN [4], learning disentangled latent representations has become a common practice of interpreting deep generative models. Basically, InfoGAN splits the input variables into two sets, with one for fake data synthesis via running a traditional GAN and the other for salient visual characteristics captured by maximizing mutual information between input variables and latent representations. Subsequent works include Elastic-InfoGAN [23] which generalizes InfoGAN into long-tail data distributions, Casual-GAN [18] which deals with sequential input, and Style-GAN [22] which allows the input image and synthetic data to have high-resolution. All these works inherit the two-player game-playing paradigm from GAN [6], where a generator strives to fool a discriminator learning toward classifying real and synthetic data. Such an adversarial training nature not only makes it very difficult to discover an equilibrium having both high reconstruction fidelity and latent feature disentanglement, but also leaves the data generating mechanism inside the generator in a black box, thereby undermining full model interpretability.
Variational Auto-Encoders (VAEs). VAE [15] constructs the latent representation space with a mixture of prior densities via minimizing the KL-divergence between the prior and the variational posteriors in an explicit means. Thus, VAE naturally encourages disentanglement among latent features to possess interpretability. The follow-up of β-VAE [10] claims that disentangling performance could be further improved by assigning a larger weight to the KL-divergence term. However, subsequent studies [11] argue that β-VAE, on the other hand, sacrifices the data reconstruction fidelity. To remedy this, [11] decomposes the KL-divergence term into two blocks: index-code mutual information (IMI) block and total connection (TC) block, with a more significant weight imposed on TC only while fixing that on IMI to yield better disentanglement without losing the reconstruction fidelity. Follow-up studies, including Factor-VAE [12], β-TCVAE [3], Bayes-Factor-VAE [14], and Guided-VAE [5], achieve better performance than β-VAE by adding newly crafted penalty terms to VAE objective (or substituting the TC block). Unfortunately, prior arts all focus only on the first-order latent feature disentanglement, missing out the high-order structure underlying the representation space where a rich set of salient features exists to represent an informative correlation of multiple independent factors. Disregarding this hierarchical structure makes it impossible to explore a full interpretation of the learned features, especially their interactions. The most relevant study to our work is Casual-VAE [33], where the authors model causal relationships among them, making the discovery of high-order salient features unattainable. Meanwhile, having control over the representation structure among latent features, making high-order disentangling unattainable. Therefore, high values of the KL term result in poor synthetic data quality. We interpret this issue as the trade-off between synthetic data quality and model interpretability. Subsequent studies (i.e., Factor-VAE and β-TCVAE) achieve a better trade-off by introducing the total correlation (TC) penalty [29] to vanilla VAE. According to Eq. (3), we rewrite the objective of β-VAE, Factor-VAE, and β-TCVAE to better understand this trade-off, arriving at:

\[ L_{\text{dom}} = L_{\text{VQ}} - \alpha E_{j=1}^{d} \beta KL(q_{\phi}(z_{j}) || \prod_{j=1}^{d} q_{\phi}(z_{j})), \]

where \( L_{\text{dom}} \) denotes the part of objective function unrelated to the data quality. Factor-VAE and β-TCVAE can achieve a better trade-off by tuning a good balance ratio between the second and third terms. Unfortunately, tuning the ratio in an ad-hoc manner is a costly and time-consuming process, limiting their generalizability.

Second, previous arts [5, 10, 12, 14] are effective to capture independent factors of data variations, but their representation spaces all comprise first-order disentangled features only, unable to discover high-order salient features that convey decomposable semantic meanings. To learn high-order salient features, a learner should capture both independent factors and the correlation among them. However, previous work cannot characterize the hierarchical structure among latent features, making high-order disentangling unattainable. Meanwhile, having control over the representation space sheds the light on the generative process as it will i) become easier to discover what the independent factors of data variations represent and ii) be more flexible to explore the potential correlation among independent factors.

3.3 Our Proposed Approach

We start by formulating our learning problem in Section 3.1, followed by highlighting the deficiencies hidden behind existing VAE variants from a mathematical perspective in Section 3.2. Then, we give the overview of our idea for learning hierarchical disentanglement in Section 3.3. We end by presenting the details of our Bayesian regularizer design in Section 3.4.

3.1 Problem Statement

Assume a set of raw inputs \( x \in \{ x^{(i)} \}_{i=1}^{N} \) are represented by a set of latent variables \( z \in \{ z^{(i)} \}_{i=1}^{N} \), where \( z^{(i)} \in \mathbb{R}^{d} \). We express the generative model by a standard Gaussian distribution \( p(z) = \mathcal{N}(0, I) \). The encoder \( q_{\phi}(z|x) \) and the decoder \( p_{\theta}(x|z) \) are parameterized by two neural networks. The encoder produces the mean and variance of the variational posterior for raw data, where \( q_{\phi}(z|x) = \prod_{i=1}^{N} \mathcal{N}(z_{j}| \mu_{j}(x), \sigma_{j}^{2}(x)) \). The VAE aims to learn the marginal likelihood of raw inputs by maximizing the log evidence lower-bound (ELBO) \( L \):

\[ L(\phi, \theta) = \mathbb{E}_{q_{\phi}(z|x)} \log p_{\theta}(x|z) - KL(q_{\phi}(z|x) || p(z)), \]

where its first term can be interpreted as the negative synthetic error and the second term as a complex regularizer.

3.2 Challenges

Two challenges impede VAE variants’ further advances in learning interpretable representations. First, β-VAE [10] claims that a larger weight (\( \beta > 1 \)) on the second term in Eq. (1) can improve the interpretability by guiding VAE to learn disentangled representations, with the learning objective for β-VAE equal to:

\[ L_{\beta} = \mathbb{E}_{q_{\phi}(z|x)} \left[ \log p_{\theta}(x | z) - \beta KL(q_{\phi}(z | x) || p(z)) \right]. \]

We further break down the KL term in Eq. (1) as [11, 19]:

\[ \mathbb{E}_{p_{\text{data}}}(x) \left[ KL(q_{\phi}(z | x) || p(z)) \right] = I(x; z) + KL(q_{\phi}(z) || \prod_{j=1}^{d} q_{\phi}(z_{j})), \]

where \( I(x; z) \) denotes mutual information between \( x \) and \( z \). The penalty on the KL term encourages independence among latent dimensions and hence promotes disentanglement. However, the penalty on \( I(x; z) \) reduces the amount of information about the raw data \( x \) stored in the latent variable \( z \) and hence lowers synthetic data quality. Therefore, high values of \( \beta \) on the KL term result in better disentanglement but poor synthetic data quality [19]. We interpret this issue as the trade-off between synthetic data quality and model interpretability. Subsequent studies (i.e., Factor-VAE and β-TCVAE) achieve a better trade-off by introducing the total correlation (TC) penalty [29] to vanilla VAE. According to Eq. (3), we rewrite the objective of β-VAE, Factor-VAE, and β-TCVAE to better understand this trade-off, arriving at:

\[ L_{\text{dom}} = L_{\text{VQ}} - \alpha I(z; x) - \beta KL(q_{\phi}(z) || \prod_{j=1}^{d} q_{\phi}(z_{j})), \]

where \( L_{\text{dom}} \) denotes the part of objective function unrelated to the data quality. Factor-VAE and β-TCVAE can achieve a better trade-off (compared to β-VAE) by tuning a good balance ratio between the second and third terms. Unfortunately, tuning the ratio in an ad-hoc manner is a costly and time-consuming process, limiting their generalizability.

Second, previous arts [5, 10, 12, 14] are effective to capture independent factors of data variations, but their representation spaces all comprise first-order disentangled features only, unable to discover high-order salient features that convey decomposable semantic meanings. To learn high-order salient features, a learner should capture both independent factors and the correlation among them. However, previous work cannot characterize the hierarchical structure among latent features, making high-order disentangling unattainable. Meanwhile, having control over the representation space sheds the light on the generative process as it will i) become easier to discover what the independent factors of data variations represent and ii) be more flexible to explore the potential correlation among independent factors.

3.3 Our Idea

To overcome the two challenges, we follow conventional VAE for learning interpretations but with two new designs: i) developing cascade architecture to extract two sets of latent features and ii) introducing Bayesian network-based regularizer on vanilla VAE to explore independent factors of data variations and the interplay among them, making the discovery of high-order salient features that convey decomposable semantic meanings feasible. As illustrated in Figure 2, we frame our design in the VAE regime to involve
two parameter-sharing encoders that learn latent representations from the raw inputs and from the reconstructed data, respectively. First, we employ the Bayesian network to characterize the hierarchical structure among latent features. Two reasons motivate this: i) Bayesian network naturally encodes the correlation among latent variables and ii) Bayesian network allows us to learn the causal relationship [8]. Second, similar to standard VAE, the latent variables in the first encoder learn the latent features underlying data. We model the hierarchical structure on the second encoder, aiming to guide the reconstructed variables to capture both latent features and the interactions among them in accordance with the dependency structure.

### 3.4 Bayesian Network-based VAE Regularizer

In this section, we present the details of the Bayesian network-based regularizer. Let $Enc$ and $Dec$ denote the encoder and the decoder, respectively, and $\phi$ and $\Theta$ denote their respective parameters. Note that $Enc$ includes two encoders that share the same parameters. Following the standard VAE [15], we sample the latent variable $z$ from the standard Gaussian distribution. We assume that a set of $N$ generated samples $\hat{x} \in \{x^{(i)}\}_{i=1}^{N}$ are decoded by a set of latent variables $z \in \{z^{(i)}\}_{i=1}^{N}$, where $z^{(i)} \in \mathbb{R}^d$ and $\hat{x} = Dec(z)$. We assume that a set of reconstructed variables $\hat{z} \in \{z^{(i)}\}_{i=1}^{N}$ are encoded by $\hat{x}$, where $\hat{z} = Enc(\hat{x}) = Enc(Dec(z))$.
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We let a Bayesian network $\mathcal{B}$ model the joint distribution of latent variables $z$ and reconstructed variables $\hat{z}$, w.r.t. a given connectivity pattern, as a production of local distribution probabilities. Let $Pa(\hat{z}_j)$ denote the parents of the $j$-th dimension of reconstructed latent variables $\hat{z}$. Note that i) the latent variables $z$ do not have parents as they are sampled directly from a standard Gaussian distribution; ii) any reconstructed variables $\hat{z}_j$ can be parented by either latent or reconstructed variables according to the dependency structure $\mathcal{B}$. As such, the joint distribution of $\hat{z}$ is defined as:

$$p_B(\hat{z}) = \prod_{j=1}^{d} p(\hat{z}_j \mid Pa(\hat{z}_j)).$$  

Minimizing $KL(p(\hat{z} \mid \hat{x}) \parallel p_B(\hat{z}))$, we are able to regularize VAE to discover latent features and the interactions among them in accordance with the dependency structure $\mathcal{B}$. Unfortunately, $p(\hat{z} \mid \hat{x})$ is intractable. As $\hat{z}$ is sampled from $\hat{x}$ by the encoder, we use $q_\phi(\hat{z} \mid \hat{x})$ to approximate $p(\hat{z} \mid \hat{x})$. Hence, the learning objective is then given by:

$$L_B = L_{vae} - KL(q_\phi(\hat{z} \mid \hat{x}) \parallel p_B(\hat{z})), \quad (5)$$

where $L_{vae}$ denotes the learning objective of vanilla VAE, i.e., Eq. (1).

As we have mentioned before, the cascade architecture is utilized to avert the conflict between VAE and the Bayesian network-based regularizer.

As such, our approach enjoys both high synthetic data quality and model interpretability since i) modeling the joint distribution of the latent variables $z$ and the reconstructed variable $\hat{z}$ via the Bayesian network perseveres more information from raw inputs, contributing to high data reconstruction fidelity and ii) the hierarchical structure guides a learner to discover high-order salient features conveying decomposable semantic meanings, thereby promoting model interpretability.

**Density-Ratio Trick.** The prerequisite of using the density-ratio trick [21, 27] to minimize the KL divergence is to have access to the samples from both distributions. We first randomly choose a latent variable $z^{(i)}$ from the standard Gaussian distribution $p(z) = N(0, 1)$ and generate a sample $\hat{x}^{(i)}$ by the decoder, where $\hat{x}^{(i)} = Dec(z^{(i)}) = p_\theta(x^{(i)} \mid z^{(i)})$. Then we fetch a sample and the reconstructed variable $\hat{z}^{(i)}$ from $q_\phi(\hat{z} \mid \hat{x})$, by the encoder, where $\hat{z}^{(i)} = Enc(\hat{x}^{(i)}) = q_\phi(\hat{z}^{(i)} \mid \hat{x}^{(i)})$. Since we have the latent variable $z^{(i)}$ and the reconstructed variable $\hat{z}^{(i)}$, we can access to a sample from $p_B(\hat{z})$ by using the dependency structure $\mathcal{B}$.

We follow Factor-VAE [12] to approximate the density ratio by a discriminator. Specifically, we train a discriminator $D$ (e.g., an MLP, multi-layer perceptron) to estimate the probability $D(\hat{z})$ with its input being a sample from $q_\phi(\hat{z} \mid \hat{x})$ instead of $p_B(\hat{z})$, yielding:
We conduct extensive experiments to show the performance of the embedding layer as a continuous multivariate Gaussian. The mean Inception Net to embed data into a feature space and regard the synthetic data made by the Inception Net which was trained on ImageNet. Synthetic data should enjoy high diversity, and the predictions on generated samples should cover all classes. We use four common metrics to evaluate the trade-off comparison, we build VAE models in identical architecture and hyper-parameters. Compared Models. We compare to state-of-the-art generative models, i.e., \( \beta \)-VAE, Factor-VAE, and \( \beta \)-TCVAE. For a fair comparison, we build VAE models in identical architecture and hyper-parameters are set as reported in their original literatures. The proposed regularizer is implemented on the same encoder/decoder architecture as in [2], and the discriminator for the density-ratio trick is implemented on the same Multi-layer Perceptron (MLP) architecture as in Factor-VAE [12].

4 EXPERIMENTS

We conduct extensive experiments to show the performance of our solution. Our goal is threefold. First, to compare with state-of-the-art counterparts, we show our solution can regularize the learner towards a better trade-off between synthetic data quality and model interpretability (in Section 4.1) via the non-hierarchical structure. Second, we exhibit that our solution can effectively guide the learner to discover the high-order salient features via the hierarchical structures (in Sections 4.2 and 4.3). In the end, we validate that our method is generic in augmenting state-of-the-art generative models (in Section 4.4).

Datasets. We experiment on six synthetic or real-world datasets: i) MNIST [16]: 70,000 greyscale 28 × 28 examples of handwritten digits with 10 distinct categories; ii) Fashion-MNIST [32]: 70,000 greyscale 28 × 28 examples with 10 distinct categories; iii) dSprites [20]: 737,280 binary 64 × 64 examples of 2D shapes; iv) 3D Faces [24]: 239,840 greyscale 64 × 64 examples of 3D faces; v) 3D Chairs [1]: 86,366 RGB 64 × 64 × 3 examples of 3D chair models; vi) CelebA [17]: 202,599 RGB 64 × 64 × 3 examples of celebrity faces.

Compared Models. We compare to state-of-the-art generative models, i.e., \( \beta \)-VAE, Factor-VAE, and \( \beta \)-TCVAE. For a fair comparison, we build VAE models in identical architecture and hyper-parameters are set as reported in their original literatures. The proposed regularizer is implemented on the same encoder/decoder architecture as in [2], and the discriminator for the density-ratio trick is implemented on the same Multi-layer Perceptron (MLP) architecture as in Factor-VAE [12].

Metrics. We use four common metrics to evaluate the trade-off between synthetic data quality and model interpretability. Inception Score (IS) [26] is effective to quantitatively evaluate the synthetic data quality, where the score is based on the following considerations: i) evaluated by the classifier, the class distribution of high-quality synthetic data should have low entropy and ii) high-quality synthetic data should enjoy high diversity, i.e., the predictions on generated samples should cover all classes. [26] combines the two considerations into one score, arriving at:

\[
IS = \exp \left( \mathbb{E}_{x \sim p_{data}} [\log p_{model}(p(y | x), p(x))] \right),
\]

where \( p_{data} \) is the distribution of the real data, \( y \) is the prediction on synthetic data made by the Inception Net [28] which was trained on ImageNet [25]. Frechet Inception Distance (FID) [9] is another way to quantify the synthetic data quality. The authors exploit a specific layer of Inception Net to embed data into a feature space and regard the embedding layer as a continuous multivariate Gaussian. The mean and covariance for both the real data and the synthetic data are estimated by the embedding layer. As such, the quality of synthetic data is measured by the Frechet distance between two Gaussians, yielding:

\[
FID = \parallel \mu_x - \mu_y \parallel^2_2 + \text{Tr} \left( \Sigma_x + \Sigma_y - 2(\Sigma_x \Sigma_y)^{1/2} \right),
\]

where \( (\mu_x, \Sigma_x) \) and \( (\mu_y, \Sigma_y) \) are the mean and covariance of the real data distribution and the synthetic data distribution, respectively. Mutual Information Gap (MIG) [3] is to quantitatively evaluate the first-order feature disentanglement. We let \( V = \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_K \} \) denote the set of ground-truth generative factors, \( \mathbf{z} = \{ \mathbf{z}_1, \mathbf{z}_2, \ldots, \mathbf{z}_d \} \) denote the set of latent variables, and \( I(\mathbf{z}_i; \mathbf{v}_j) \) denotes the mutual information between a latent variable \( \mathbf{z}_i \) and a generative factor \( \mathbf{v}_j \). Given a generative factor \( \mathbf{v}_j \), MIG measures the difference between the maximal mutual information \( I(\mathbf{z}_i; \mathbf{v}_j) \) and the second highest mutual information \( I(\mathbf{z}_i; \mathbf{v}_j) \). The first-order feature disentanglement is evaluated by the averaged difference of all generative factors, i.e.,

\[
\text{MIG} = \frac{1}{K} \sum_{j=1}^{K} \frac{1}{H(\mathbf{v}_j)} \left( I(\mathbf{z}_i; \mathbf{v}_j) - I(\mathbf{z}_i; \mathbf{v}_j) \right),
\]

where \( H(\mathbf{v}_j) \) is the entropy of \( \mathbf{v}_j \), serving to normalize the difference.

Factor Score [12] quantifies the first-order disentanglement in another aspect. Following the above notation, let \( V = \{ \mathbf{v}_1, \mathbf{v}_2, \ldots, \mathbf{v}_K \} \) denote the set of ground-truth generative factors. Each time, the authors generate data by fixing the value of a generative factor \( \mathbf{v}_j \) but randomly varying the values for other generative factors \( \mathbf{v}_j \). Let \( Z = \{ \mathbf{z}_1, \mathbf{z}_2, \ldots, \mathbf{z}_d \} \) denote the set of latent variables extracted from the generated data. Each dimension in latent variables \( \mathbf{z}_i \) is normalized by its standard deviation over the entire dataset. The index of dimension with lowest variations \( d^* \in \{ 1, 2, \ldots, d \} \) and the target index \( j \in \{ 1, 2, \ldots, K \} \) serve as a pair of data point \((d^*, j)\) for a majority-vote classifier. The factor score is measured by the accuracy of the classifier.

4.1 Trade-off between Synthetic Data Quality and Model Interpretability

In this section, we exhibit the performance of our approach via the non-hierarchical dependency structure, so that we can compare our method with the state-of-the-arts in terms of synthetic data quality and model interpretability. The non-hierarchical dependency structure shown in Figure 3a is utilized for all the experiments in this section.

Synthetic Data Quality. We conduct experiments on the 6 datasets. The Inception Score (IS) [26] and Frechet Inception Distance (FID) [9] are used for quantitatively evaluating the synthetic data quality. Table 1 presents the experimental results. Note that a large IS or a small FID indicates high synthetic data quality.

Following observations can be made from Table 1. First, \( \beta \)-VAE achieves the worst synthetic data quality with the IS of 1.89 and the FID of 88.8 on average. The reason is that the large weight \( (\beta > 1) \) on the KL(\( q_{\phi}(z | x) \parallel p(z) \)) term reduces the amount of information about the raw data stored in latent variables. Hence, it suffers from a huge synthetic data quality loss. Second, Factor-VAE
Table 1: Experimental results (Mean Score ± Standard Deviation) for benchmark datasets. We utilize the Inception Score (IS) and Frechet Inception Distance (FID) to quantitatively evaluate the synthetic data quality. The best results are bold.

<table>
<thead>
<tr>
<th>Score</th>
<th>Method</th>
<th>MNIST</th>
<th>Fashion-MNIST</th>
<th>3D Faces</th>
<th>3D Chairs</th>
<th>dSprites</th>
<th>CelebA</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS (↑)</td>
<td>β-VAE</td>
<td>2.00 ± 0.04</td>
<td>2.34 ± 0.06</td>
<td>1.65 ± 0.03</td>
<td>2.37 ± 0.07</td>
<td>1.24 ± 0.02</td>
<td>1.71 ± 0.03</td>
</tr>
<tr>
<td></td>
<td>Factor-VAE</td>
<td>2.01 ± 0.04</td>
<td>2.51 ± 0.04</td>
<td>1.75 ± 0.04</td>
<td>2.67 ± 0.09</td>
<td>1.36 ± 0.03</td>
<td>1.73 ± 0.05</td>
</tr>
<tr>
<td></td>
<td>β-TCVAE</td>
<td>2.02 ± 0.04</td>
<td>2.28 ± 0.06</td>
<td>1.79 ± 0.05</td>
<td>2.63 ± 0.13</td>
<td>1.53 ± 0.07</td>
<td>1.63 ± 0.04</td>
</tr>
<tr>
<td></td>
<td>Ours.</td>
<td>2.05 ± 0.04</td>
<td>2.99 ± 0.09</td>
<td>1.83 ± 0.05</td>
<td>3.23 ± 0.10</td>
<td>1.64 ± 0.06</td>
<td>2.50 ± 0.09</td>
</tr>
<tr>
<td>FID (↓)</td>
<td>β-VAE</td>
<td>39.4 ± 0.17</td>
<td>74.5 ± 0.15</td>
<td>91.4 ± 0.68</td>
<td>86.1 ± 0.70</td>
<td>121.9 ± 0.12</td>
<td>119.4 ± 0.80</td>
</tr>
<tr>
<td></td>
<td>Factor-VAE</td>
<td>26.8 ± 0.15</td>
<td>50.8 ± 0.09</td>
<td>61.9 ± 0.15</td>
<td>72.6 ± 0.58</td>
<td>76.9 ± 0.52</td>
<td>113.7 ± 0.53</td>
</tr>
<tr>
<td></td>
<td>β-TCVAE</td>
<td>44.4 ± 0.14</td>
<td>82.6 ± 0.24</td>
<td>67.1 ± 0.72</td>
<td>74.7 ± 0.61</td>
<td>83.9 ± 0.68</td>
<td>111.6 ± 0.93</td>
</tr>
<tr>
<td></td>
<td>Ours.</td>
<td>26.9 ± 0.14</td>
<td>46.2 ± 0.09</td>
<td>52.4 ± 0.54</td>
<td>67.6 ± 0.69</td>
<td>64.7 ± 0.09</td>
<td>97.0 ± 0.54</td>
</tr>
</tbody>
</table>

Figure 3: Illustration of 6 different Bayesian network structures used in our study. (a) refers to a non-hierarchical structure, encouraging the salient features to be mutually independent; (b) and (c) correspond to hierarchical structures, where the high-order salient feature at the top is decomposed into respective two and three first-order disentangled ones; (d), (e) and (f) profile another type of hierarchical structures, where the high-order salient features at the bottom are synthesized from several first-order disentangled ones.

Figure 4: Illustration of first-order salient feature disentanglement under our approach on CelebA.

and β-TCVAE achieve better synthetic data quality levels, with 2.01 and 1.98 for their respective IS and 67.2 and 77.4 for their respective FID, on average. This is because tuning a good balance ratio lowers the synthetic data quality loss. Third, our approach achieves the best synthetic data quality by exhibiting the averaged IS and FID of 2.37 and 59.0, respectively. The statistical evidence exhibits our approach to outperform β-VAE, Factor-VAE and β-TCVAE across 6 datasets, with respective 20.3%, 15.2%, and 16.5% IS improvement, and respective 35.6%, 12.2%, and 23.7% FID reduction on average. The reason is that the Bayesian structure provides additional information per se, i.e., the dependency structure penalizes difference between the latent variables $z$ and the reconstructed variables $\hat{z}$, therefore in turn yielding improved synthetic data quality.

**Interpretability.** We conduct experiments to qualitatively and quantitatively evaluate the model interpretability. In particular, we focus on the first-order disentanglement, which conveys non-decomposable semantic meanings. To qualitatively evaluate the first-order disentangling, we generate samples by varying all $z$’s from -2 to 2 for dSprites and from -5 to 5 for CelebA in evenly spaced intervals, respectively. The qualitative result of our method on CelebA is shown in Figure 4, where our approach learns 10 disentangled features on CelebA. This shows that our approach achieves
Figure 5: Comparison of latent traversals on dSprites. The competitors (a), (b), and (c) discover 3 distinct ground truth factors, while our approach (d) captures all 5 distinct factors: Position Y, Position X, Scale, Orientation, and Shape.

high interpretability on the RGB dataset. The comparative results between our approach and its every competitor under dSprites are shown in Figure 5. Comparing to Figure 5a, 5b, and 5c (for β-VAE, Factor-VAE, and β-TCVAE, respectively), Figure 5d (under our approach) clearly achieves the best synthetic data quality and learns the most first-order disentangled features. This demonstrates that our approach outperforms all competitors in terms of the synthetic data quality and model interpretability.

We next quantitatively compare our method to VAE variants in terms of two disentanglement metrics, namely, Mutual Information Gap (MIG) [3] and Factor score [12]. Note that MIG and Factor score measure the first-order disentanglement only. We train our model on dSprites and 3D Faces. Figures 6a and 6b present the comparative results, clearly demonstrating that our approach achieves the best first-order disentangling. Our approach achieves the best averaged MIG (or Factor score) of 0.484 (or 0.744) for dsprites and of 0.621 (or 0.861) for 3D faces. The statistical evidence exhibits that our approach outperforms β-VAE, Factor-VAE, and β-TCVAE, with respective 31.3% (or 20.2%), 20.8% (or 6.4%), and 20.3% (or 6.3%) improvement on average in terms of MIG (or Factor score).

Notably, better first-order feature disentangling allows a model to convey more non-decomposable semantic meanings, thereby improving model interpretability.

4.2 Decomposing High-order Salient Feature into First-order Disentangled ones

We next present how the hierarchical dependency structures guide the learner to discover high-order salient features that convey decomposable semantic meanings, by decomposing them into first-order disentangled ones. We employ the dependency structure of Figure 3b to guide the learner to decompose the higher-order salient
feature into two first-order disentangled ones. We train our model on CelebA and generate samples by varying all \( z \)'s from -5 to 5 in evenly spaced intervals. Figures 7a and 7b respectively present latent feature traversals and their corresponding hierarchical structure. From Figure 7a, we observe that \( z_1 \) captures decomposable semantic meanings, i.e., an interplay of \textit{Hair} and \textit{Color}, while \( z_2 \) and \( z_3 \) capture corresponding non-decomposable semantic meanings, i.e., \textit{Hair} and \textit{Color}, respectively. This demonstrates that the hierarchical dependency structure guides the learner to decompose a high-order salient feature \( z_1 \) into two first-order disentangled ones (\( z_2 \) and \( z_3 \)), as Figure 7b shows.

Similar experiments are conducted on dSprites where we employ the dependency structure of Figure 3c. We generate samples by varying all \( z \)'s from -2 to 2 in evenly spaced intervals after training, and Figures 7c and 7d depict the qualitative results. We observe that our approach guides the learner to decompose the high-order salient feature \( z_1 \), conveying composed of \textit{Position Y}, \textit{Position X}, and \textit{Scale}, into three first-order disentangled ones \( z_2, z_3, \) and \( z_4 \), representing \textit{Position Y}, \textit{Position X}, and \textit{Scale}, respectively.

### 4.3 Synthesize High-order Salient Feature from Multiple First-order Disentangled Ones

![Figure 8: Illustration of our dependency structure guiding the learner to synthesize first-order disentangled features to form a second-order salient feature.](image)

![Figure 9: Illustration of our dependency structure guiding the learner to synthesize high-order salient feature from multiple first-order disentangled ones.](image)

We next employ the dependency structure of Figure 3f to guide the learner to capture a complex interplay of latent features under dSprites. The samples are generated by varying \( z \)'s from -2 to 2. Figure 9a presents the latent feature traversals. It is seen that \( z_1, z_2, \) and \( z_4 \) capture non-decomposable semantic meanings, respectively conveying \textit{Position Y}, \textit{Position X}, and \textit{Shape}. The latent variables \( z_3 \) and \( z_5 \) capture decomposable semantic meanings, where \( z_3 \) represents composed of \textit{Position Y} and \textit{Position X}, and \( z_5 \) conveys an interplay of \textit{Position Y}, \textit{Position X}, and \textit{Shape}. This further demonstrates the effectiveness of our dependency structure to guide the learner to synthesize a third-order salient feature from multiple first-order disentangled ones.

### 4.4 Generalizing to Other Generative Models

In this section, we conduct experiments to validate that our Bayesian-network-based regularizer is generic and can be readily applicable to GAN-based and VAE-based generative models. For the GAN-based generative models, the model architecture is similar to InfoGAN [4, 7], where we exploit the Bayesian network to model the joint distribution of the latent variables \( z \) in the generator and the reconstructed variable \( \hat{z} \) in the discriminator. Aiming to apply the proposed regularizer on the VAE-based generative models, we can simply replace the \( L_{\text{rate}} \) term in Eq. (5) with the learning objective of VAE variants, i.e., \( \beta \)-VAE, Factor-VAE, and \( \beta \)-TCVAE.
disentanglement score (MIG) for different modeling algorithms.

Figure 12: Illustration of disentanglement score (MIG) for
different modeling algorithms.

information gap (MIG) [3] to quantitatively evaluate the disentanglement score. Figure 12 presents the MIG score of VAE variants with and without the Bayesian-network-based regularizer. The GAN-based model InfoGAN is also included in this experiment. As shown in Figure 12, our approach improves the performance of InfoGAN, β-VAE, Factor-VAE, and β-TCVAE, with 26.1%, 48.0%, 30.5%, and 30.6% disentanglement improvement, respectively.

In summary, the aforementioned experimental results validate that our method is generic and can be applicable to both GAN-based and VAE-based generative models, improving their performance in terms of the synthetic data quality and model interpretability.

5 CONCLUSION

This paper has proposed a novel generative modeling paradigm that can synthesize human-indistinguishable vision contents while possessing strong interpretability. Our key idea lies in characterizing a hierarchical dependency structure, comprising the first-order disentangled features and high-order salient features carrying interactions among first-order disentangled features. Such a hierarchical structure results from imposing a Bayesian-network-based regularizer on a cascade variational auto-encoder (VAE) to arrive at a novel generative modeling paradigm. With this paradigm, we have bettered known modern deep-learning-based generative models, including GANs and VAEs, in terms of both interpretability and reconstruction fidelity. Meanwhile, this paradigm guides the learner to capture independent factors of data variations and their correlation in accordance with the hierarchical dependency structure, offering free control over the representation space. Extensive experiments have been carried out, with their results evidencing the effectiveness of our approach. We hope our work can shed the light on extracting more informative semantics from vision contents by learning interpretable representations that involve dependencies.
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